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Abstract—Wireless sensor networks (WSNs) have many appli-
cations that handle sensitive information such as surveillance,
reconnaissance, and target tracking. Therefore, a WSN deployed
in a hostile region should be resilient to attacks. The current
approach to defending against malicious threats is to develop
and deploy a specific defense mechanism for a specific attack.
However, the problem with this traditional approach to defending
sensor networks is that the solution for the jamming attack does
not defend against other attacks (e.g., sybil, selective forwarding,
and wormhole attacks). In reality, one cannot know a priori
what type of attack an adversary will launch. Also, given
the resource constraints of sensor nodes, the current defense
mechanisms cannot be simply combined on the node to provide
a complete solution. This work addresses the challenges with the
traditional approach to securing sensor networks and presents a
collaborative framework (the Distributed Security Framework -
DSF) that can defend against all known attacks. The framework
is extensible, therefore, as new attacks are discovered they can
also be defended against. The DSF leverages existing defense
mechanisms created by researchers. These defense mechanisms
are distributed in such a way that they can, collectively, provide
comprehensive defense to the network. The efficacy of the DSFis
determined using simulations for scenarios consisting of multiple
stationary and multiple mobile attackers. The simulation results
show that though the DSF consumes more energy than single
defense schemes, it can significantly enhance the network security
even when the network is under multiple types of attacks.

I. I NTRODUCTION

Wireless sensor networks (WSNs) are used in areas such as
health care, environmental, defense, etc. Given the importance
of sensor networks in such applications, it is imperative that
these networks are secured. However, the resource starved
nature of sensor nodes in terms of energy, memory, and com-
putational capability creates unique security vulnerabilities in
sensor networks. Several attacks (e.g., sinkhole, wormhole,
DoS, jamming, sybil, and hello flood) have been defined in
the literature for WSNs. As a result of these attacks, many
researchers have devised countering defense mechanisms. For
example, [1] discusses the approach to defend against the
hello flood attack. Additionally, the authors of [2] discusstheir
approach to detect node replication attacks in sensor networks.
Also in [3], the authors discuss how to defend against the Sybil
attack.

In general, for each of the aforementioned attacks there
are specific solutions proposed by researchers. This gives the
impression that, in theory, unattended WSNs should be able to

be secured from attackers. Unfortunately, in reality, thisis far
from the truth. Although each of the aforementioned solutions
has merit, they do not provide a solution for a realistic attack
scenario. Each of the aforementioned techniques only defends
against the specific attack(s) that it was designed to defend
against. That is, to use a traditional approach to securing
a WSN one must make an unrealistic assumption that the
attacker will only employ the attack for which the network
is prepared to defend. This approach is analogous to having
an antivirus detection engine that contains one signature;
operating with the assumption that the attack an adversary
will launch, is the one for which the node is prepared to
defend. In a real situation, one cannot know what type of
attack an adversary will launch a priori. Moreover, there may
be one or several attacks by an attacker or there may be several
attackers at different places in the network targeting different
nodes by using different attacks. Accordingly, the network
must be prepared to defend against all known attacks at any
given time. Additionally, the intuitive idea of combining the
existing schemes will not suffice given the resource constraints
of current inexpensive sensors. For example, if we considerthe
memory capacity of a sensor node (e.g., Mica2 mote with 4
KB RAM and 128 KB program memory), it is not possible to
store mechanisms that detect and analyze many attacks, and
therefore prevent the nodes/network from a security breach.
For instance, [4] requires 2.2 KB RAM to defend against DoS
attacks, [5] needs 1.5 KB RAM to defend against sinkhole
attacks, and [1] requires approximately 1 KB RAM to defend
against hello flood attacks. If we consider program memory,
then 60KB is required for the operating system (e.g., TinyOS
[6]), 45.26 KB to store a code dissemination tool such as [4],
and 7.2KB (approx.) to provide link layer security [7], which
consumes 88% of the available program memory while still
leaving the node vulnerable to many attacks.

Currently, there is not a solution that can defend against
all known attacks in realistic situations. As discussed in [8],
although the security mechanisms are well established for
each individual layer or individual attack, combining all of
the mechanisms and making them work in collaboration is
a hard research problem. Therefore, we propose to develop
a framework that can provide this capability. Since providing
defenses for all known attacks at different layers is not possible
with memory constraints of low-end sensor nodes and using



only high-end sensor nodes (gateway nodes) presents cost
constraints, we propose to use a heterogeneous sensor network
architecture where there is a combination of high-end sensor
nodes along with low-end sensor nodes to define a general
framework for security in sensor networks. As mentioned in
[9], the use of a heterogeneous architecture has worked well
to help improve routing.

In this framework, we assume that the network is divided
into clusters. In each cluster, one gateway node is present
and serves as the cluster head. The regular nodes collect data
from the physical environment. They send this data to the
gateway node in a multi-hop fashion. Gateway nodes gather
the data, analyze, process, and transmit it to the base station.
To provide security, gateway nodes have a large database
of images (i.e., detection and defense schemes) to defend
against various attacks. We assume that in the future more
sophisticated attacks like buffer overflow attacks on sensors
[10] are possible. Providing defense against all the known as
well as future attacks requires us to have the defense mech-
anisms of all these attacks in memory. However, because of
memory constraints, regular nodes cannot contain all defense
mechanisms, so a subset of these mechanisms is stored in
the local program memory of the regular nodes. Based on
this subset, the regular nodes are capable of detecting and
defending against some attacks. However, there may be some
attacks whose defense mechanisms are not found in the regular
nodes. In this situation, the gateway node detects and defends
against these attacks by adding the image of the defense
mechanism for the recent or most threatening attack to the
previous subset. To add an image, it might be necessary to
delete an image from the subset as the regular nodes have
limited memory capacity. How to decide an image subset for
regular nodes in the same cluster is an optimization problem.
The image subset selection scheme is defined in Section IV
and solved in Section V. After detecting an attack in its
own cluster, a gateway node then propagates a warning to
other gateway nodes. After receiving the warning information,
the gateway node evaluates the likelihood of each attack and
chooses a new image subset for regular nodes in its cluster.

In a cluster, an image subset of defense mechanisms is
changed according to the network situations. Because of mem-
ory limitations, to defend against an attack whose mechanism
is not in its program memory, a regular node needs to down-
load the image of the defense mechanism from its cluster head
(i.e., the gateway node). Thus, the gateway node propagatesa
program image including a countermeasure for a new attack to
regular nodes. One way to do this is by using wireless network
programming (remotely reprogramming sensor nodes through
wireless links after they are deployed). For WSNs, wireless
network programming includes three main components: code
dissemination tools such as Deluge and Seluge, NetProg which
provides functions for saving TinyOS state, and TOSBoot
which boots the system and loads a program image [4]. Deluge
[11] is a reliable code dissemination protocol for propagating
large binary images to all sensor nodes in multihop wireless
sensor networks. It can push about 90 bytes per second (11%

of the maximum transmission speed of the radio supported
by TinyOS). Moreover, each node can maintain multiple code
images, and quickly switch between different programs. Code
dissemination is a critical moment for wireless programming
since both external attackers and potentially compromised
nodes are threats in this phase. For instance, adversaries
may introduce malicious code into sensor networks through
replacing or modifying the code image. Seluge [4] is a secure
extension of Deluge. It inherits efficiency, robustness, and
reliability from Deluge. It also provides protection for code
dissemination. Seluge not only promises the integrity of code
images but also resistance to various DoS attacks. In this paper,
we use Seluge as our code disseminator.

The main contributions of our work are summarized as
follows:

1) We propose a Distributed Security Framework (DSF)
which can detect and defend against all known attacks
efficiently.

2) Our warning mechanism can inform other clusters to
install defense mechanisms for potential attacks in ad-
vance, thus reducing the impact caused by attacks.

3) The security framework defined in this work is modular
and scalable, thus defense mechanisms for new or future
attacks can be easily added.

The rest of the paper is organized as follows. Section II
discusses the related work in the field of sensor network secu-
rity. Section III describes the network model which presents
the network topology and threat model. We give the formal
definition of the problem in Section IV. Section V describes
the details of the proposed security framework architecture. In
Section VI, we show the workings of the distributed security
framework. The simulation results and analysis are presented
in Section VII. We conclude the paper and discuss the future
work in Section VIII.

II. RELATED WORK

In sensor networks, sensors are left unattended for long pe-
riods of time after their deployment. Since these networks are
used in many applications that handle sensitive information,
security is an important issue. Security is a significant and
open problem in wireless sensor networks which has been
discussed in [12] and [13]. Various security requirements that
should be met to protect sensor networks from adversaries
have been discussed in [14].

Various attacks on sensor networks have been studied sys-
tematically in [15] and [16]. Some possible countermeasures
against these attacks without implementation have been dis-
cussed in [17]. Furthermore, a variety of attacks (e.g., sybil,
DoS, and wormhole), their detection mechanisms, and the
possible countermeasures for these attacks have been discussed
in [3], [18], and [19]. All these previous works provide
solutions for only one attack in the network while we provide
a solution for all known attacks at a given time in the network.

A set of secure protocols for sensor networks, SPINS,
is given in [13]. It describes two important secure building
blocks: SNEP andµTESLA, where SNEP gives the baseline



security primitive (i.e., data confidentiality, two-partydata
authentication, and data freshness) whereasµTESLA is a
protocol which provides authenticated broadcast in sensor
networks. Although these security protocols detect and correct
some classes of abnormal node behavior, they do not consider
all scenarios of malicious activity that a node is susceptible
to. For example, an adversary may start jamming the wireless
channel and thus launch a DoS attack.

Previous research on sensor networks mainly considered
homogeneous sensor networks where all sensor nodes have
the same capabilities. It has been shown that homogeneous
sensor networks have poor fundamental performance limits
and scalability [9]. An introduction to heterogeneous sen-
sor networks was given in [20] and the protocol require-
ments for heterogeneous sensor networks are discussed in
[21]. To achieve better performance in terms of routing, a
heterogeneous sensor network model has been proposed in
[9]. Furthermore, [22] discusses how heterogeneity can be
used in sensor networks to provide security. Several recent
proposed WSN security techniques leverage this architecture.
For example, [6] describes LIGER, a hybrid key management
scheme for heterogeneous sensor networks. Furthermore, [22]
presents an end-middle-end security framework where every
node has a public/private key pair. In this framework, the
resource-rich gateway nodes use public key cryptography to
compute digital signatures and vouch for regular nodes thatuse
symmetric cryptography. A scalable key management scheme
based on random key pre-distribution for heterogeneous sensor
network is discussed in [23]. Although these works illustrate
the efficacy of using the heterogeneous paradigm to provide
security, none provides a comprehensive approach to securing
WSNs.

Our proposed technique uses the heterogeneous model to
define a general distributed framework for securing WSNs. By
leveraging and combining existing defense mechanisms (e.g.,
[3], [18], and [19]), the proposed security framework (DSF)
can provide defense against all known attacks.

III. N ETWORK MODEL

In this section, we introduce our network topology and
threat model.

A. Clustered Heterogeneous Networks

We consider heterogeneous WSNs in this work, where there
are two kinds of nodes, gateway nodes and regular nodes.
Regular nodes have limited energy, poor computation ability,
short sensing, and small transmission ranges. Accordingly, we
can deploy a large number of regular nodes in a vast area
since they are inexpensive. Compared to the inexpensive reg-
ular nodes, gateway nodes have plentiful resources including
more energy, a larger memory size, stronger communication
ability, and more powerful computation ability. Nevertheless,
a gateway node is more expensive than a regular node. As a
result, fewer gateway nodes are deployed in a WSN. Usually,
gateway nodes are responsible for complex computations and
long distance packet delivery to increase processing capability

and prolong network lifetime. An example of heterogeneous
network is shown in Fig. 1.
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Fig. 1: DFS with various attackers.

The network is divided into clusters. The number of clusters
is the number of gateway nodes, and every gateway node is the
cluster head of its cluster. A regular sensor joins the nearest
cluster which is located by the cluster head. In a cluster, in
order to communicate within a cluster, the gateway node sends
broadcast messages using a single hop to reach the regular
nodes while regular nodes communicate with the gateway
node over multiple hops. A gateway node communicates with
other gateway nodes directly or through other gateway nodes.
The gateway nodes have a database component in memory
which maintains the records of various details regarding the
previous threats/attacks as well as regarding the possible
oncoming threats/attacks and their respective detection and
defense schemes.

B. Threat Model and Assumptions

We assume that the base station and gateway nodes use
tamper proof hardware, thus are trustworthy, and cannot be
compromised by an adversary. On the other hand, regular
nodes do not use tamper proof hardware and are always prone
to attack. We assume that the attackers possess hardware
capabilities either similar to or higher than that of legitimate
regular nodes. We assume that if an adversary compromises a
node, she can extract all key material, data, and code stored
on that node. The malicious node is structurally the same
as the normal nodes. It is captured by the attacker after
the deployment. We assume that if the attacker is able to
compromise a single node, she can launch several attacks using
the information of a single node. As the whole network region
is divided into clusters with the gateway node being the cluster
head, the following scenarios for launching the attacks are
possible:

1) There may be one attack or several attacks in a single
cluster launched by one or several attackers.

2) There may be one attack or several attacks in multiple
clusters launched by one or several attackers.



Moreover, the attacker launching an attack in a cluster may
change his position to target other clusters. We also assume
that when the attacker compromises a node in the network,
all the one hop neighboring nodes which come within the
transmission range of the compromised node are at higher
risk of being attacked.

IV. PROBLEM DEFINITION

The goal of our scheme is to significantly reduce the
effect of attacking/malicious nodes in the network. A formal
definition of the security problem that we are addressing is
given in this section.

Problem Definition: There is a set of attacks,A, where
A = {A1, A2, · · · , An} and n is the number of attacks. For
any attackAi, there exists a defense schemeDi. D is the set
of defense schemes, andD = {D1, D2, · · · , Dn}. For each
defense schemeDi, the program size isPi. Since gateway
nodes have enough program memory, all defense schemes,
that isD, are stored in gateway nodes. However, for a regular

node, available program memoryPR is less than
n∑

i=1

Pi. In

other words, a regular node can only store a subsetS of D.
For each gateway node, how to determineS for regular nodes
in its cluster is critical and significantly affects the security of
the network. Aweight Wji of Ai is assigned for a gateway
node Gj according to the possibility of the occurrence of
the attackAi in Gj . The larger the weight, the higher the
possibility of attackAi. Obviously, we prefer to include as
many defense schemes as possible inS. Also, the defense
scheme with higher weight should have priority to be chosen.
Consequently, Equations 1 and 2 are a formalized description
of our optimization problem. This problem is actually a 0-1
knapsack problem.

Maximize
∑

Di∈S

Wji (1)

Subject to
∑

Di∈S

Pi ≤ PR, where S ⊂ D (2)

Since memory capacity is not a concern with gateway nodes,
we assume that the gateway nodes have the detection and
defense schemes available in their databases for all the known
attacks. Whether the detection and defense scheme for an
attack is available in the subsetS of the regular sensor nodes or
not, the gateway node is able to detect the attack. We assume
that there are no false positives when the gateway node detects
the attack. The gateway also spreads the information regarding
an attack to other gateways in the network.

Since an attacker can repeat the same attack or launch a new
attack at any time in the network, the likelihood of occurrence
of each attack at a given time is measured at each gateway.
The details of estimating this likelihood is described in the
next section. Based on this likelihood, the gateway recalculates
the subsetS for sensor nodes in their respective clusters. As
a result, an attacker can launch an attack and compromise a
node or several nodes becauseS does not contain the detection

TABLE I: Program size of defense schemes
Attack Program size
Sinkhole 4KB[ [5]]
Hello Flood 1KB[ [1]]
Jamming 5KB[approx]
Wormhole 5KB[approx]
DoS 5KB[approx]
Selective Forwarding 1KB[approx]
Sybil 4KB[approx]

and defense mechanism for that attack. However, the attacker
cannot continue to compromise more nodes once the gateway
detects it and propagates defense schemes to the regular nodes.

V. THE DSF ARCHITECTURE

In this section, we propose our security framework which
can defend against all known attacks efficiently.

A. Routing Protocol

Since a gateway node knows the locations of sensors in its
cluster, it can calculate routes for each pair of nodes. These
routes are the shortest paths based on the number of hops.
The gateway node communicates with the regular nodes in its
cluster using a broadcast message. The gateway node sends
a routing table to each node in its cluster. Furthermore, a
gateway node keeps all routing information in its cluster. Each
regular node sends its current state to the gateway periodically.
If the gateway does not receive the report on time from a
specific node, it assumes that it has been compromised, is
dead, or a link failure has occurred. Thus, the gateway node
excludes this node from each routing table. New routing tables
are sent to the regular nodes using route update messages.
These updated routing tables contain the information regarding
the destination node as well as all forwarding nodes from
source to destination. In other words, these tables containthe
information of the routing path that a regular node must takein
order to communicate with the gateway node or other regular
nodes in a cluster. For gateway level networks, Destination
Sequenced Distance Vector (DSDV) [24] is used as the routing
protocol.

B. Choosing the Defense Mechanism Subset

According to the problem definition in Section IV, to solve
this optimization problem, we have to first determine the
program sizePi for each attackAi and the weightWji which
indicates the likelihood of anAi occurrence for a gateway
nodeGj . The program size determines the program memory
space required to store the defense scheme. The program size
of the defense mechanisms we use to defend against attacks
are listed in Table I. Since we cannot find the program size for
some defense mechanisms, an estimated value is provided in
Table I according to the likely complexity of their algorithms.

Initially, we divide attacks in different categories basedon
our opinion of their security level as shown in Table II. For
each attack, aninitial weight is assigned to indicate how
dangerous it is to the network. The weight for category 1
attacks is 1, for category 2 the weight is 2, and for category



TABLE II: Weight based on attack categories
Category 1 Category 2 Category 3
Selective forwarding Sybil Wormhole
Hello flood Sinkhole Jamming
- - DoS

3 it is 3. It is possible that for some applications category
1 attacks are more dangerous than category 2 or 3 attacks.
Therefore, based on different applications the category ofan
attack can be changed according to requirements.

When a gateway detects an attackAi (ID of this attack is
k) in its own cluster, it sends a warningWk to all gateway
nodes as well as updates its own record regarding that attack.
The warning information includes the type of attackAi, the
ID of the sender gatewayGs, and the weight of this warning
WWk (which indicates how dangerous this attack is).WWk

is equals to the product of theinitial weight of Ai and the
number of compromised nodes. In this work, the number of
compromised nodes determine how powerful or dangerous the
attacker is for the network. As it is more likely that the more
nodes that are compromised, the more power the attacker has.

On a gateway nodeGj , we maintain a received warning
list Lj . Every warningWk in Lj has the format asWk =
{Ai,Gs,WWk,Tk}, whereAi represents the type of the attack,
Gs is the sender of this warning,WWk is the weight of this
warning which is assigned by the sender, andTk is the received
timestamp of this warning. Once a gatewayGj receives a
warningWk = {Ai,Gs,WWk,Tk}, it searchesLj first, if there
is no entry for (Ai,GS), this warning is inserted intoLj,
otherwise it is replaced with this new warning. In other words,
for warnings from the same gateway with the same type of
attack, only one entry is maintained inLj .

After updating the warning list, the likelihood of each attack
occurring is calculated as follows. For each attackAi in Lj,
we use Formula (3) to calculate the weightWji. In (3), D

is the distance function between the sender and the receiver
gateway nodes. If the warning is from itself,D is substituted
by the distance between the attacked or targeted node and the
gateway. The weight of an attack is inversely proportional to
the distance between the sending and receiving node.Tc is the
current timestamp. Two characteristics of attacker behaviors
are considered to calculate weights. Once an attacker intrudes
at a location, it might try to extend its influence as far as
possible. As a result, clusters close to that location have a
high likelihood of being attacked. If an attack occured recently
in one location, it might later appear in adjacent locations
since several attackers might intrude in different locations in
succession. Consequently, an attack detected recently hasa
high likelihood of being executed by other clusters. Thus, we
consider the distance and time difference in our formula.

Wji =
∑

∀Wk∈Lj and attack is Ai

WWk

D(Gs, Gj) ∗ (Tc − Tk)
(3)

After calculating weights, a gateway can solve the 0-1

knapsack problem described in Section IV to obtainS, the
subset of defense mechanisms. Then if the new subset is not
the same as the previous one which the regular nodes had
already installed, the gateway sends the defense mechanism
images, which are in the new subset but not in the previous
subset, to all regular nodes in its cluster using Seluge [1].After
applying the corresponding defense mechanism, the attacker
will no longer be able to compromise the target nodes. Our
security scheme can provide a needed defense mechanism to
regular nodes as soon as possible when clusters are under
attack. Also, our warning system can enable other clusters
to install defense mechanisms in advance to defend against
potential upcoming attacks.

In the next section, we discuss the workings of the proposed
security framework.

VI. WORKINGS OF THESECURITY FRAMEWORK

Now we discuss the working of the distributed security
framework in detail. Fig. 1 illustrates that an attacker maybe
present at any location in the network. Suppose at timeT 1,
Attacker1 at position(x1, y1) chooses to launch the sinkhole
attack. We assume that all regular nodes which are within the
range of the attacker are at high risk of being targeted. Whena
cluster is under a sinkhole attack, there are two possible cases:

1) The detection and defense scheme for the sinkhole attack
is in the subset of the regular nodes (described in Section
V-B).

2) The defense scheme is not present in the subset.
In case 1), the targeted nodes detect and defend against

the attack and the attacker is not able to compromise nodes
using the sinkhole attack. Whereas in case 2), target nodes
will not be able to defend against the attack and therefore will
be compromised. In both cases, the gateway detects the attack
and checks the subset stored in the regular nodes. If the subset
does not include the defense scheme, the gateway calculates
the attack’s weight and is given the highest priority as it occurs
in its own cluster. It then changes the subset and propagates
corresponding defense mechanism to all regular nodes except
the compromised node in the cluster.

Whenever a gateway detects an attack, a warning message is
sent to all gateways. It is possible that other gateways receive
multiple warnings for multiple attacks from different clusters.
So, each gateway calculates the occurrence possibility foreach
attack in its cluster (described in Section V-B). Accordingto
the possibilities and defense schemes’ program sizes of all
attacks, the gateway node chooses an optimal subset of defense
schemes to propagate to the regular nodes in its cluster.

An example of a mobile attacker is shown in Fig. 1. At
timeT2 Attacker2 is present at position(x2, y2) and launches
a jamming attack and at timeT3 the Attacker2 changes
its position to (x3, y3) and launches the same attack. Now
suppose at timeT2, the regular nodes which are within the
range of(x2, y2) do not have the defense mechanism available
for the jamming attack, these nodes would be susceptible to
attack. However, its cluster head, the gateway node, detects
the jamming attack and installs defense schemes for other



TABLE III: System Parameters and Setting.
Parameter Setting
No. of regular nodes 2000
No. of gateway nodes 10
Network size 1000 m *1000 m
Transmission range of regular node 50 m
Transmission range of gateway node 500 m
Initial energy of regular node 1 J
Energy cost for sending a message by regular node 10 uJ
Energy cost for receiving a message by regular node 1 uJ

regular nodes in this cluster. Furthermore, a warning regarding
this jamming attack is sent to other gateways. At timeT3,
when Attacker2 changes its position to(x3, y3) and tries
the jamming attack again, the regular nodes already have the
defense scheme available for this jamming attack. Thus, the
adversary will be unsuccessful since the gateway receives the
warning and installs the jamming defense scheme in advance.
Also, once a gateway node detects an attack, it removes
compromised nodes from every route.

As mentioned earlier, the database component of a gateway
stores the detection/defense schemes for all known attacks.
Moreover, if a gateway detects abnormal behavior, possiblyin-
dicating an unknown attack, it will report all information to the
base station. When the base station has a defense mechanism
for this new attack, it will be sent back to that gateway. After
the gateway verifies the defense scheme, it is disseminated
to all other gateways and is stored in the gateway’s database.
Therefore, our distributed security framework is extensible and
can accommodate defense mechanisms for new attacks.

VII. PERFORMANCEANALYSIS

We randomly deploy 2000 regular nodes and 10 gateways in
an 1000m*1000m network. Every regular node has the same
initial energy. Since a gateway has a rich supply of energy, we
do not consider the energy consumption for gateway nodes. On
the other hand, regular nodes lose energy when they defend
against an attack, communicate with other regular nodes or
communicate with the gateway node. Both static attackers and
mobile attackers are considered in our simulation. Different
system parameters and their settings used in the simulation
are given in Table III.

Two metrics are used to evaluate the performance of our
distributed security framework (DSF):

1) Success Rate: This is defined as the percentage of nodes
alive after the attacks. This parameter is used to evaluate
the efficiency of the security schemes.

2) Energy Consumption: This is defined as the average
percentage of residual energy (compared to the initial
energy) for all currently alive regular nodes.

We compare our scheme (DSF) with One Security Scheme
(OSS) and Multiple Security Schemes (MSS), where OSS
schemes provide defense against one fixed attack and MSS
provides defense against three fixed attacks. OSS-SF, OSS-
WH, and OSS-JAM provide defense for selective forwarding,
wormhole, and jamming attacks respectively as presented
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Fig. 2: Comparison between DSF and OSS-WH in case of
only one attack.

in [26], [27], and [28]. We assume that no node will be
compromised when respective defense schemes for the attacks
are available. MSS provides defense for all three of these
attacks simultaneously. Although, MSS does not exist in the
literature, we thought it would be interesting to see how such
a scheme would perform.

Fig. 2 shows the drawback of the security framework
compared to an example of a single attack and defense scheme
(OSS-WH). In this scenario, 200 wormhole attacks are in-
jected, and initially the DSF does not install the wormhole de-
fense scheme. As shown in Fig. 2, OSS-WH outperforms DSF
as no node (representing OSS-WH) is compromised since the
defense scheme for the wormhole attack is already available
to all the nodes. The DSF loses 2% of the nodes because there
is no wormhole defense scheme initially installed. However,
after a short period there is no further loss of nodes since
once the gateway detects the wormhole attack, the wormhole
defense scheme is immediately installed by all regular nodes.
Thereafter, the upcoming wormhole attacks cannot attack the
network successfully.

The success rate of three attacking scenarios are shown in
Figs. 3a, 3b, and 3c respectively. Fig. 3a shows the scenario
where there are only stationary attackers launching 200 attacks
randomly which alternate between the 7 attacks given in Table
I. Here the DSF performs 6.5 times better than OSS-SF, 6
times better than OSS-WH, 1.6 times better than OSS-JAM,
and 1.5 times better than MSS. In Fig. 3b, 10 attackers are
mobile in the network with the speed of 10 m/s injecting
various attacks randomly in the network. In this scenario, the
DSF performs 3 times better than OSS-SF and OSS-WH, 2.1
times better than OSS-JAM and 2 times better than the MSS
scheme. In Fig. 3c, both static and mobile attackers are loosely
scattered in the network. Here the DSF performs 3 times better
than OSS-SF, and OSS-WH. In the same scenario, the DSF
performs 2.3 times better than OSS-JAM and 2 times better
than the MSS. As seen in the results, in all three scenarios,
the DSF significantly outperforms OSS and MSS since the
DSF can adjust and apply corresponding defense schemes
according to occurring attacks. Moreover, MSS is better than
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(a) Success Rate: Static Attackers.
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(b) Success Rate: Mobile Attackers.
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(c) Success Rate: Static Attackers and Mobile Attackers.

Fig. 3: Success Rate of Different Scenarios.
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(a) Energy Consumption: Static Attackers.
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(b) Energy Consumption: Mobile Attackers.
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(c) Energy Consumption: Static Attackers and Mobile
Attackers.

Fig. 4: Energy Consumption of Different Scenarios.

OSS because MSS has two more defense schemes installed
than OSS.

The average residual energy percentages of the three sce-
narios are shown in Figs. 4a, 4b, and 4c respectively. The
statistics show that in all the three scenarios OSS-SF, OSS-
WH, and OSS-JAM schemes have approximately 20% more
average residual energy than the DSF, while MSS scheme has
10% more average residual energy than the DSF. As seen
from the results, the DSF consumes more energy than OSS
and MSS. The main reason for this is that the regular nodes
consume energy when receiving the defense scheme’s program
images. However, it is worth losing some energy to keep more
nodes alive.

Fig. 5 shows the effect of speed of mobile attackers on
the success rate. The figure represents a single network with
mobile attackers having different speeds. The attacker with
maximum speed is able to comprise the most nodes. The
reason is that if an attacker moves fast, it has a higher
likelihood to arrive at another cluster and launch attacks before
that gateway receives a warning regarding this attacker and
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Fig. 5: Effect of Speed of Mobile Attackers.

installs the corresponding defense schemes. Therefore, the
speed of the attacker is inversely proportional to the success
rate in the security framework.



In summary, the DSF can achieve a higher success rate than
other schemes. Although the DSF consumes more energy, it
might be considered is acceptable since it can keep more nodes
alive to prolong the entire network lifetime.

VIII. C ONCLUSIONS ANDFUTURE WORK

In this work, we presented a distributed security framework
(DSF) for heterogeneous wireless sensor networks. In this
framework, we dynamically use the available memory space of
regular nodes to store a subset of defense schemes to provide
security against multiple attacks. The gateway is responsible
for updating this subset according to the current likelihood of
the occurrence of an attack in its cluster. Our warning scheme
can enable the regular nodes to install the defense schemes in
advance of potential forthcoming attacks. Simulation results
have confirmed that the DSF performs well in the presence of
static as well as mobile attackers, each with multiple typesof
attacks.

In our future work, we plan to improve the success rate
by determining the optimal subset of installed defense mech-
anisms for individual sensor node instead of every cluster.
To improve our scheme, we will consider how to deal with
an exceptionally powerful attacker who can compromise a
gateway node too. We plan to address the case where a gate-
way node generates false positives and false negatives when
detecting an attack. Moreover, for evaluating the efficiency
and effectiveness of the DSF in real world setting, we plan
to implement the framework on real sensor motes and verify
its attack resistance in the presence of various attacks. Finally,
we plan to consider thrashing attacks of the DFS where the
attacker(s) deliberately alternate attacks to drain the energy of
the system.
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